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Abstract

For decades, psychologists have been study-
ing stereotypes using specially-designed rat-
ing scales to capture people’s beliefs and opin-
ions about different social groups. Now, using
NLP tools on extensive collections of text, we
have the opportunity to study stereotypes “in
the wild” and on a large scale. However, are
we truly capturing the same information? In
this paper we compare measurements along six
psychologically-motivated, stereotype-relevant
dimensions (Sociability, Morality, Ability, As-
sertiveness, Beliefs, and Status) for 10 groups,
defined by occupation. We compute these mea-
surements on stereotypical English sentences
written by crowd-workers, stereotypical sen-
tences generated by ChatGPT, and more gen-
eral data collected from social media, and con-
trast the findings with traditional, survey-based
results, as well as a spontaneous word-list gen-
eration task. We find that while the correlation
with the traditional scales varies across dimen-
sions, the free-text data can be used to specify
the particular traits associated with each group,
and provide context for numerical survey data.

1 Introduction

There is growing interest in the possibility of using
NLP and large corpora to augment, complement,
or even replace traditional psychological surveys to
collect social sciences data (Goldstone and Lupyan,
2016; Argyle et al., 2022; Jackson et al., 2022;
Dillion et al., 2023). One area where NLP research
has started to contribute is in the study and analysis
of stereotypes.

Stereotypes are “a set of cognitive generaliza-
tions (e.g., beliefs, expectations) about the qualities
and characteristics of the members of a group or
social category” (VandenBos, 2007). There are a
number of properties of stereotypes that motivate
the use of NLP tools to better study and under-
stand them. First, stereotypes are often commu-
nicated and perpetuated through natural language

(Beukeboom and Burgers, 2019). Second, they
are by definition widely-held and pervasive, and
so should be detectable in large samples of data
(Garg et al., 2018). Third, they can lead to far-
reaching negative consequences, and so there is
practical interest in understanding how stereotypes
are expressed “in the wild” in order to develop
effective counter-strategies (Fraser et al., 2021).
NLP researchers have begun to study methods of
uncovering stereotype information in Twitter data
(Marzouki et al., 2020; Fokkens et al., 2018), news
texts and books (Garg et al., 2018), spoken con-
versations (Charlesworth et al., 2021), and large
language models (Cao et al., 2022).

However, the question remains whether the in-
formation we can extract from these natural lan-
guage datasets can actually replicate the informa-
tion obtained from more traditional methods in so-
cial psychology; namely, rating scales. A common
paradigm in stereotype research involves choos-
ing a set of attributes, or dimensions, of interest,
and then asking human participants (often college
undergraduates) to rate social groups along those
dimensions. The dimensions of interest vary ac-
cording to different theoretical models, but can
include, for example, warmth and competence in
the Stereotype Content Model (Fiske et al., 2007),
or agency, beliefs, and communion in the ABC
Model (Koch et al., 2016). The social groups may
be categorized based on gender, race, age, or any
other social variable relevant to the research. As a
result, for each social group, the researchers obtain
annotations along each dimension.

In this work, we investigate the possibility of
reproducing the results of such a scale-based study,
using low-dimensional vector representations of
natural language data to estimate the dimensions
of interest. We consider six psychologically-
motivated dimensions – Sociability, Morality, Abil-
ity, Assertiveness, Status, and Beliefs1 – and a set

1See Appendix A for detailed definitions of each dimen-



of ten groups defined by occupation. We conduct
a detailed comparison of the kind of stereotype
data we obtained through (1) direct stereotype elic-
itation from crowd-workers, (2) direct stereotype
elicitation from a generative large language model,
and (3) targeted data collection from Twitter (now
known as ‘X’). We compare these sources of infor-
mation to two paradigms in the psychology liter-
ature: the traditional method using rating scales,
as mentioned above, and a newer method involv-
ing spontaneous word list elicitation. We consider
three research questions in the current study:

1. Can we reproduce the numerical, scale-based
results from the social psychology literature
through analysis of natural language? We
explore this question using three different
sources of text: crowd-workers, social media,
and ChatGPT, and by transforming the data to
a 6-dimensional representation such that each
dimension corresponds to a scale measure.

2. Are all of the six aforementioned dimensions
spontaneously mentioned in the free text, or
are certain dimensions more frequently dis-
cussed than others?

3. Are there certain types of information which
are available only from the ratings scales, or
only in the natural language data? Or can we
treat them equivalently?

Our findings suggest that particular dimensions
can be estimated more reliably than others, with
Morality and Status measurements being highly
correlated with the traditional scales on all of the
text datasets. The dimensions of Assertiveness and
Beliefs were less accurately estimated; statements
relevant to these dimensions were also less frequent
in the data. However, the natural language texts
were found to contain additional types of informa-
tion not available in the scale-based dataset, adding
detail and specificity to the stereotype descriptions.

2 Background

2.1 Psychological Models of Stereotypes

Stereotyping is an extensive area of research in
social psychology. Numerous models have been
developed to explain the underlying dimensions
of social cognition, including stereotyping (Fiske
et al., 2007; Koch et al., 2016; Abele and Wojciszke,
2007). Regardless of the specific dimensions in
question, the measurements have almost always

sion.

been collected using scales or checklists (i.e., a
forced-choice paradigm).

One recent study has questioned whether the ex-
clusive use of forced-choice methods has limited,
or even biased, the resulting information about how
different social groups are viewed. Nicolas et al.
(2022) propose a Spontaneous Stereotype Content
Model, arguing that “free-response, open-ended
stereotypes of social groups may best systemati-
cally reveal the complex contents that are spon-
taneously available to perceivers upon encounter-
ing a target.” For a given dimension, the authors
distinguish between direction (e.g., is the group
perceived as friendly or unfriendly), which is mea-
sured directly by the scales and can be inferred
from the open-ended responses, and representa-
tiveness, which measures how strongly a given di-
mension is associated with a group (regardless of
polarity). In an example from Nicolas et al. (2022),
doctors and nurses are both rated as being highly
Warm and Competent on rating scales. However,
when people spontaneously think about doctors
and nurses, they think more about nurses’ Warmth
traits, and more about doctors’ Competence traits.
Such differences cannot be observed using the tra-
ditional, scale-based methods.

Nicolas et al. compare traditional, scaled-based
methods against open-ended responses in the form
of single words, and sets of words. We use their
data as a baseline, and build on this basic premise
by extending the types of open-ended responses to
include full sentence stereotypes (generated either
by humans or ChatGPT), and then further extend-
ing the analysis to the case of Twitter data (which
is not specifically stereotypical in nature, but repre-
sents a large sample of public opinions on various
topics).

2.2 NLP Methods for Analyzing Stereotypes

Numerous NLP methods have been used to extract,
discover, and track stereotype content in naturally-
occurring texts (Marzouki et al., 2020; Fokkens
et al., 2018; Garg et al., 2018; Charlesworth et al.,
2021; Fast et al., 2016). In some cases, stereo-
typing has been labelled as a subcategory of hate
speech or offensive language, including gender
stereotypes (Chiril et al., 2021; Parikh et al., 2019;
Fersini et al., 2018) and stereotypes about immi-
grants (Sanguinetti et al., 2018; Sánchez-Junquera
et al., 2021). For example, the EVALITA 2020
Hate Speech Detection Task involved a subtask
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Scales ✓ ✓ ✓ ✘

Adjectives ✓ ✘ ✓ ✘

Stereoset ✓ ✘ ✓ ✓

ChatGPT ✓ ✘ ✘ ✓

Tweets ✘ ✘ ✓ ✓

Table 1: Summary of some relevant differences between
the various data sources under consideration.

on detecting stereotypes targeting Muslims, Roma,
and immigrants (Sanguinetti et al., 2020). Other
closely-related work has compared stereotypical
biases in large language models with human survey
data (Cao et al., 2022). Our work is most similar
to that of Fraser et al. (2022), which presents a
computational model of Fiske et al.’s Stereotype
Content Model (SCM), using the POLAR frame-
work introduced by Mathew et al. (2020). We make
use of a similar method to define an interpretable,
psychologically-motivated, low-dimensional em-
bedding space.

Other relevant NLP work has examined the verbs
and adjectives which are mostly highly associated
with certain social groups. Dong et al. (2019) col-
lected words describing various social ‘roles’ from
crowd-workers from different cultures, and also
used NLP methods to predict the most likely so-
cial role, given a descriptor. Choenni et al. (2021)
probed the stereotypes present in pretrained lan-
guage models with prompts such as “Why are
[TARGET GROUP] so [MASK]?” and observed
the output attributes.

While similar in spirit to some of these earlier
works, our work differs critically in our goal of
trying to map natural language sentences down
to six numerical dimensions, for direct compar-
ison against the social psychology rating scales.
Furthermore, we compare and contrast these dif-
ferent ways of collecting stereotypical beliefs to
explore the types of information available from
each source.

3 Methods

In the following section, we describe several dif-
ferent sources of survey and natural language data

in English, namely: psychological rating scales
(Sec 3.1) as well as lists of spontaneously-produced
adjectives, crowd-sourced stereotypes from the
Stereoset dataset (Nadeem et al., 2020), stereotypes
prompted from ChatGPT, and tweets from Twitter
(Sec 3.2). These data sources differ in many rele-
vant aspects, summarized in Table 1. For example,
were the writers of the text asked specifically to
come up with stereotypes, or are they writing on
a more general topic, that may or may not convey
implicit stereotypes? Were the annotators required
to make a judgement on every dimension, or did
they comment only on the dimensions that most
easily came to mind? Was the text generated by
humans or by a language model? And does the
format of the text provide context for the attributes
being assigned, or must they be interpreted in iso-
lation? We will discuss these aspects in relation to
each dataset in the following.

To make a direct comparison across all the
data sources, we first identify the subset of social
groups for which data is available in all the existing
datasets. The majority of this subset consists of
different occupations: Politicians, Teachers, CEOs,
Scientists, Bankers, Accountants, Engineers, Farm-
ers, Lawyers, and Nurses. Thus we consider only
these 10 target groups in the analysis.

Following our discussion of the datasets, in Sec-
tion 3.3 we present the dimensionality-reduction
method we use to reduce the free-text sentences in
the four natural language datasets down to six di-
mensions, so that they can be compared directly to
the 6-dimensional gold standard rating scale data.

3.1 Gold Standard Rating Scales

The gold-standard rating scale values are obtained
from the supplemental materials for Experiment 1
in Nicolas et al. (2022). In that experiment, 400
Amazon Turk workers provided annotations for 43
social groups. Each annotator saw a random sam-
ple of six groups, and for each group provided six
open-ended, free text responses describing “char-
acteristics, traits, or descriptions of the group.” An-
notators were additionally informed that it was not
necessary that they personally believe these charac-
teristics to be true, in order to reduce social desir-
ability bias. Most responses are single adjectives.

After annotators provided their free text re-
sponses, they were asked to provide a rating from
1 through 5 for “how society views the targets”
along various dimensions: Sociability (measured



by two subscales, friendly and sociable), Morality
(trustworthy and honest), Ability (competent and
skilled), Assertiveness (confident and assertive),
Beliefs (traditional and conservative), and Status
(wealthy and high-status).

In our analysis, we combine the two subscales
for each dimension, and normalize the values to lie
between -1 and +1, for better comparison with our
computational models. We average the annotations
for each group over all annotators (on average, 57
per group).

3.2 Alternative Data Sources

Spontaneous Adjectives As the first alternative
data source, we consider the adjectives from Ex-
periment 1, described above (Nicolas et al., 2022).
The sets of adjectives represent an intermediate step
between the rating scales and the spontaneously-
produced sentences in the rest of the data sources.
Additionally, the adjectives were provided by pre-
cisely the same annotators as the scale-based rat-
ings. Thus, the information conveyed by the adjec-
tives likely represents an upper bound for how well
we can reproduce the scale ratings via language.
Since our NLP analysis (described in Section 3.3)
operates on the sentence level, we embed each ad-
jective into a sentence template of the form: These
people are always ADJ.

StereoSet We also consider data from the Stere-
oSet dataset (Nadeem et al., 2020). This dataset
was crowd-sourced on Mechanical Turk. 2 An-
notators were asked to generate sentences about a
particular group which were (1) stereotypical, (2)
anti-stereotypical, and (3) neutral. In this work, we
use the stereotypical sentences. There are approxi-
mately 55 sentences per target group. These data
differ from the adjective sets in that they consist
of complete sentences, of varying length and com-
plexity. However, they were still generated in an
artificial scenario, with the goal of communicating
stereotype information.

ChatGPT As an additional source of data, we
generate novel sentences using ChatGTP.3 Unlike
the other data sources, this text does not originate
from human authors. However, other researchers
have begun exploring the possibility of using large

2The annotators were all located in the USA, and the stereo-
types were validated by an independent set of annotators to
ensure that they represented commonly-held views.

3https://chat.openai.com/chat, GPT-3.5, September
25 2023 version

language models as potential sources of informa-
tion for studying bias and stereotypes (Cao et al.,
2022), or even as replacements for human partici-
pants in psychological studies (Argyle et al., 2022;
Dillion et al., 2023).

We consider three prompts to ChatGPT: (1)
What are some adjectives people in North
America use to describe GROUP? This prompt
attempts to directly replicate the open-response por-
tion of Experiment 1 from Nicolas et al. (2) In
North America, what are some commonly
held stereotypes about GROUP? This prompt
attempts to directly elicit stereotypes about vari-
ous groups. (3) What are some beliefs that
many North Americans hold about GROUP? Af-
ter observing that many of the generations for the
previous prompt focused on negative beliefs about
groups, we added this prompt to elicit more neu-
tral/positive characteristics. We re-run each prompt
three times for each group, with the default temper-
ature. Each response from ChatGPT contains a list
of characteristics, each taken as a separate obser-
vation, resulting in an average of 81 sentences for
each group.

Twitter Finally, we consider Twitter as a poten-
tial source of data about social groups. One signifi-
cant difference between this dataset and the others
is that the writers of the texts were not instructed
to generate stereotypes, but rather had other com-
municative goals in mind. Another factor that may
affect the Twitter data is social desirability bias.
While someone might hold a belief privately, and
even report it on an anonymous survey, it doesn’t
necessarily mean they will state that belief openly
on a public forum. However, our hypothesis is that
if we have a large data sample, the most common
beliefs about different groups should emerge.

We used the Research API4 to collect data con-
taining the substring ‘GROUP are’ for the target
groups of interest, from 1 January 2022, to 7 Octo-
ber 2022. We ignored re-tweets, duplicates, tweets
with more than five hashtags, tweets with URLs,
and tweets written by bots (user name or descrip-
tion contains ‘bot’) and other prolific users. This
resulted in a large number of tweets, on average
118,768 per group.

To increase the likelihood of capturing relevant
tweets, we then performed the following filtering
steps: (1) filter by the user ‘location’ field to in-
clude only those tweets from the US and Canada;

4Prior to the introduction of the data paywall.

https://chat.openai.com/chat


(2) parse the sentence and include only those sen-
tences where the target group is not modified by a
quantifier or adjective (Some lawyers are ..., Re-
publican politicians are ...), (3) using the sen-
tence parse, include only those sentences where
are is followed by an adjective (e.g., keep Nurses
are angry, but discard Nurses are going to go on
strike). This last filtering step is based on research
that stereotype-consistent information tends to be
communicated with abstract terms, like adjectives,
while concrete terms like action verbs describe a
particular, contextual behaviour that is not necessar-
ily an essential trait that is present across situations
(Beukeboom and Burgers, 2019). These filtering
steps drastically reduce the amount of data avail-
able (to an average of 2,830 tweets per group), but
with the goal of increasing the relevance.

3.3 POLAR Model

Here, we describe our methodology for embedding
the text sentences into the six-dimensional social
space. For each sentence, we begin by masking the
target group name with the generic phrase these
people. This is to avoid any bias in the sentence
embeddings related to the group name (e.g., we
want Scientists are smart and Nurses are smart to
map to the same point, regardless of any intrin-
sic bias in the embedding model related to scien-
tists and nurses). We represent each input sentence
as a 1024-dimensional RoBERTa sentence embed-
ding, and then reduce the embedding space to the
six dimensions of interest using a variation on the
method described by Fraser et al. (2022). The math-
ematical details are given in Appendix B, but essen-
tially the method is as follows: For each dimension,
collect a set of examples to define each pole of the
axis. Here, since we want to reproduce the scale
ratings of Nicolas et al. (2022), we use the same
adjectives that were presented to the participants
during data collection (e.g., for the dimension So-
ciability, they were shown friendly and sociable, for
Morality they were shown trustworthy and honest,
and so on). To define the negative pole, we used the
direct antonym according to our own judgement
(e.g., unfriendly, unsociable, untrustworthy, and
dishonest). We then inserted those adjectives into
the sentence template These people are always
ADJ, to generate representative stereotypical sen-
tences for the two poles of each dimension.

The positive examples are then averaged to de-
fine the positive direction, and the negative exam-

ples are averaged to define the negative direction.
The difference between the positive and negative
vectors, for each dimension, is then used to define
a transformation matrix such that sentence embed-
dings in the high-dimensional embedding space
can then be projected onto the interpretable, six-
dimensional space. The dimension score for each
sentence is simply the scalar projection of the sen-
tence onto that dimension, ranging from -1 to 1. For
each group, we then obtain the average dimension
ratings over all sentences in the dataset.

The POLAR model has a small number of pa-
rameters that should be optimized for best perfor-
mance. We validate the model on a hand-crafted
lexicon of adjectives for each dimension (Nicolas
et al., 2021). Our optimized model uses RoBERTa-
NLI embeddings5, Partial Least Squares (Rosipal
and Krämer, 2005) to initially reduce the embed-
ding dimensionality from 1024 to 30, and achieves
an average accuracy of 95% at correctly predict-
ing whether each word is positively or negatively
associated with the relevant dimension. Further in-
formation about the validation process is available
in Appendix C.

3.4 Word-Counting Baseline

We also consider a word-counting baseline. Al-
though word-counting tends to be less effective in
assessing sentence-level meaning due to negation,
sarcasm, etc. (Fraser et al., 2022), we can use this
as a baseline method in the case of the adjective
lists. Nicolas et al. (2021) provides a set of lexicons
for various psychologically-motivated dimensions,
including the six dimensions studied here. Words
in each lexicon are assigned either a positive (+1)
or negative (-1) value according to their direction.
Thus, the estimated score for each group on a given
dimension is simply the average of all the lexicon
values for the words associated with each group
(ignoring words that are not in the lexicon for that
dimension).

4 Results

4.1 Correlation with Rating Scales

To compare the scores from the text data sources
with the gold-standard scale ratings, we measure
correlation. Because the most important informa-
tion is the relative differences between the groups,

5https://huggingface.co/sentence-transformers/
nli-roberta-large

https://huggingface.co/sentence-transformers/nli-roberta-large
https://huggingface.co/sentence-transformers/nli-roberta-large


Figure 1: Spearman rank correlation with the scale-
based measurement, for each dimension and dataset.

rather than absolute values, we compute Spear-
man’s rank correlation. Correlation values for each
dimension and each data source are shown in Fig-
ure 1 (full correlation matrices in Appendix D).

We begin by observing that the adjectives,
elicited at the same time as the scales, are gen-
erally good (though not perfect) at approximating
the scale values, and that our POLAR model is, in
most cases, more effective than the word-counting
approach at associating the adjectives with the scale
values (first and second rows of Figure 1). One ex-
ception to both of these observations occurs in the
case of Assertiveness, where our model achieves a
correlation of only 0.53 with the scale values. As
an example, we examine the data for farmers, the
group ranked lowest on Assertiveness in the scale
data, but second-highest in the adjectives data. The
main underlying cause of the divergence seems
to be that annotators interpreted the “Assertive”
trait rather narrowly, as being pushy or demand-
ing. However, when we look at the adjectives,
many people mentioned words like hard-working
or strong, which are also associated with Assertive-
ness in our model. As a result, farmers are rated
higher than most other groups on this dimension.

Moving on to the free-text data sources, we ob-
serve that some dimensions are estimated more
consistently across data sources. Morality in par-
ticular shows very high correlation across all data
sources. Whether someone is judged as friend or
foe, good or bad, has evolutionary significance and
forms the basis of many of our social interactions
(Fiske et al., 2007). Therefore it is not surprising
that many of the data sources mention morality-
related traits (more on this in Sec 4.2) and tend to

agree on the direction and relative magnitude of
those traits for different groups.

The estimates for Sociability show a somewhat
different pattern, with the ChatGPT achieving a
moderate correlation of 0.56, and Stereoset some-
what lower at 0.43. In the case of the Twitter data
however, the correlation with the scales is actually
negative. There are many possible explanations for
this, stemming from the heterogeneity and diver-
sity of topics in the Twitter dataset. For example,
the scales rate nurses as high-Sociability and ac-
countants as low-Sociability. Many of the tweets
expressing low-Sociability traits in nurses are writ-
ten in the context of the COVID-19 pandemic, such
as Nurses are frustrated and tired or Nurses are
not ok!. Conversely, some of the tweets expressing
high Sociability for other groups are likely sarcas-
tic, e.g. Accountants are super fun haha. In Sec 4.3,
we perform topic modelling to disaggregate the dif-
ferent topics so they can be examined separately.

Considering now Assertiveness and Ability,
sometimes considered two facets of a single dimen-
sion “Competence,” we again observe a divergence
in the results, with Ability estimates being more
highly correlated with the scale ratings for all data
sources except Stereoset. This may be an artifact of
our particular dataset, as the Ability dimension is
particularly relevant in the context of occupations.
We also observe that in the Twitter data, groups
with high Assertiveness on the traditional scales
are often criticized as being ineffectual, e.g. All
politicians are spineless.

For Beliefs, all data sources have only moderate
correlation with the scales. In fact, Nicolas et al.
(2022) found that very few of the spontaneously
produced adjectives (around 5%) carried informa-
tion about the Beliefs dimension. The data gen-
erated by ChatGPT has the best correlation score
of the free-test data sources, specifically labelling
accountants, bankers, and farmers as conservative.

Finally, the Status dimension shows reasonably
high correlation between the scales and the text
data. Again, this may be related to the fact that all
of our target groups are based on occupation: in all
data sources, we observe statements about CEOs
and lawyers being rich, and teachers and nurses
being underpaid.

4.2 Prevalence of Each Dimension

We now analyze how many of the texts in each
dataset are directly relevant to each dimension. Un-



Figure 2: The proportion of text instances assigned an
absolute value greater than 0.5. for each dimension.

like in the scale-based paradigm, there may be
certain dimensions that simply are not mentioned,
leading to difficulties in generating an accurate es-
timation. This is related to Nicolas et al.’s concept
of representativeness (Section 2), except that we
calculate it over all groups (for the results separated
by group, see Appendix E).

Figure 2 shows the proportion of texts in each
dataset that are assigned an absolute value greater
than (or equal to) 0.5 on each dimension.6 As hy-
pothesized in the previous section, many of the
sentences express Ability judgments, as expected
when discussing groups based on occupation. The
Morality dimension is mentioned quite often, con-
sistent with the findings of Nicolas et al. (2022). A
very small proportion of texts are relevant to the
dimension of Beliefs, in all datasets.

However, we note that the trends do look dif-
ferent when considered on a group-by-group basis
(Fig D.1). For example, Morality is mentioned
in a much higher proportion of texts about politi-
cians. Similarly, the Status dimension is described
more frequently in texts about CEOs, bankers, and
lawyers. The Ability dimension is the most preva-
lent dimension when discussing scientists, engi-
neers, and accountants, while for teachers we ob-

6The threshold of 0.5 was chosen based on the validation
set data, where it was observed that a score of 0.5 roughly
differentiated the words associated with each dimension from
words associated with other dimensions.

Group Mor. Soc. Abil. Ass. Bel. Stat.
Politicians -0.60 0.17 -0.11 0.50 0.08 0.43
Teachers 0.56 0.53 0.46 0.30 0.26 -0.30
CEOs -0.14 0.13 0.50 0.64 0.23 0.73
Scientists 0.48 0.04 0.81 0.49 -0.19 0.21
Bankers -0.20 0.10 0.40 0.43 0.39 0.59
Accountants 0.29 0.02 0.59 0.32 0.43 0.22
Engineers 0.48 0.15 0.86 0.44 0.19 0.49
Farmers 0.60 0.36 0.46 0.23 0.63 -0.43
Lawyers -0.47 -0.09 0.50 0.60 0.20 0.64
Nurses 0.56 0.57 0.69 0.40 0.23 -0.16

Table 2: Dimension estimates for each group, from the
scale data, with most salient dimensions in boldface.

serve that Ability and Sociability traits are men-
tioned equally often. The Belief dimension is
brought up slightly more in texts about farmers
(often described as being conservative).

4.3 Topic Modeling

As we have seen in Section 4.1, our estimates of
relevant psychological dimensions from text do not
perfectly reproduce those obtained through tradi-
tional survey-based methods. However, the survey-
based methods also have limited interpretability.
For example, Nicolas et al. (2022) found in their
original study that the limited set of dimensions
did not always align well with people’s perceptions
of groups. When annotators were asked, “Which
of the following characteristics fits best what you
meant by [response]?” and given a choice of di-
mensions (Assertive, Friendly, etc.), “No Match”
was actually the most common response. So when
forced to make a choice, the annotators might rate
politicians as being Sociable (because they are
charismatic), but it doesn’t really mean the same
thing as rating nurses as highly Sociable (because
they care deeply about other people). Therefore,
in this section, we propose to use natural language
resources as complementary data to explain and
differentiate between the ratings obtained on the
six-dimensional scales.

Our procedure is as follows: for each group, we
defined the most ‘salient’ dimensions of the group
stereotype as those dimensions with an average
absolute scale-based estimate of 0.5 or greater (cor-
responding to an average response on the original
survey of less than 2/5, or greater than 4/5). These
dimensions are indicated with boldface in Table 2.
We then seek to provide evidence, or further elu-
cidation, of those dimensions by examining the
topics arising in the free-text data sources.

For the topic modelling, we employ BERTopic



(Grootendorst, 2022), which uses the HDBSCAN
clustering algorithm to remove outliers and concen-
trate on the most densely populated areas of the em-
bedding space. This aligns with our understanding
of stereotypes as being widely-held beliefs, rather
than idiosyncratic opinions about a group.

Here, we want to find those topics that help ex-
plain the rating scales. Therefore, we then compute
the centroid of each topic in the sentence embed-
ding space, and then project the centroid down to
the six-dimensional space using the same POLAR
model. This allows us to compare the topics along
the same dimensions as the rating scales.

We do not expect any single topic to be relevant
to all six dimensions simultaneously; rather, we
examine one dimension at a time, focusing on the
most salient dimensions for each group (as defined
above). For a given dimension, we first select all
topics where the centroid projection has the same
sign as the scale-based score. If there are multiple
topics, we rank them according to their centroid
projection along that dimension and keep the top
three topics (i.e., three most positive or most nega-
tive) to analyze. These topics should be the most
relevant to understanding why the group would be
rated as they were along that dimension. Extended
results are given in Appendix F, but we consider
several illustrative cases in Table 3:

Differentiating similar groups One way that the
text data can be useful is to provide information
that differentiates groups that are similarly ranked
along a given dimension. For example, scientists,
CEOs, and nurses all have high Ability as a salient
dimension. However, by examining the text data,
we observe qualitative differences in what aspects
of Ability stereotypically apply to each group (Ta-
ble 3, Examples 1–3).

Increasing specificity of a stereotype In other
cases, even within a particular group, looking at the
text data gives a much more specific interpretation
of the stereotype. In Example 4 in Table 3, we
see that the stereotype of politicians as being low-
Morality has a more precise interpretation: i.e.,
politicians are specifically seen as corrupt.

Different responses to stereotypes In other
cases, even when there is agreement on the rel-
evance of a dimension in the scale-based data, the
text data can reveal different interpretations of that
value. In Example 5 (Table 3), we see that teachers
are rated as high-Morality. The related topic in the

StereoSet data portrays this as kindness, while the
high-morality topic in the ChatGPT data describes
teachers as strict and concerned with discipline.

Finally, we briefly consider the set of topics not
included in the above analysis; that is, those topics
which are not strongly associated with one of the
salient dimensions. As Nicolas et al. (2022) argue,
not all of our social judgements are captured by the
dimensions typically studied in social psychology.
Aspects of social judgement not directly captured
in the six dimensions used here include appearance,
gender, and ethnicity, among others.

Table 4 shows examples of some common stereo-
types which appear in the text data and are surfaced
by the topic modelling, but are not identified with
a salient dimension in Table 2. In Example 1 we
see the stereotype that nurses are always women,
as well as the associated stereotype of the “sexy
nurse.” In Example 2, in contrast, we see that
scientists are stereotyped as being male. In that
example, as well as in Example 3, we also see the
stereotype that scientists and engineers are “nerdy.”
Nicolas et al. (2022) identified Appearance as one
factor orthogonal to the original scales, and we find
some evidence for a stereotype of bankers as be-
ing sharply dressed (Ex 4). More concerning, the
Stereoset and Twitter data also reveal the offensive
stereotype that all bankers are Jewish (Ex 5).

While we have presented only a handful of ex-
amples, many of the stereotypes in Table 4, which
are not visible in the scale-based data, are arguably
more harmful than those summarized in Table 3.
Thus the information available in the free text re-
sponses provides a valuable and complementary
perspective on how certain groups are stereotyped.

5 Conclusion

We conducted a comparison of stereotypes of 10 oc-
cupational groups across traditional survey-based
data and various text sources. The answers to
our research questions are summarized as follows:
(1) While our computational analysis of the text
data does not perfectly replicate the scale data, cer-
tain dimensions (e.g., Morality and Status) could
be consistently estimated, with correlation values
greater than 0.5 across all text sources. (2) This
finding may be partially attributed to the fact that
not all dimensions are mentioned spontaneously
in the data sources we considered: in particular,
adjectives and statements relating to the Beliefs
dimension were infrequent. (3) Following from



Group Dim. Scales Adjectives StereoSet ChatGPT Twitter
1 Scientists Ability 0.81 thoughtful,

observant,
careful

the scientist who devel-
oped this formula must
have been smart

scientists are intelligent
and analytical

scientists are usually in-
herently sane and intel-
ligent

2 CEOs Ability 0.50 savvy, cun-
ning

he was ruthless and cun-
ning

CEOs are strategic and
decisive

CEOs are important to a
business

3 Nurses Ability 0.69 hard-
working,
tending,
caring

a nurse has to be sup-
portive to do their job
well

nurses understand the
physical and emotional
needs of patients

nurses are essential to
effective health care

4 Politicians Morality -0.60 sneaky, sly,
lying

known for being corrupt politicians are corrupt
and dishonest

all politicians are cor-
rupt at some level

5 Teachers Morality 0.56 loyal, pa-
tient, strict

she was kind and main-
tained order in class

strict disciplinarians
who enforced rules

these people are never
inappropriate, abusive
or violent

Table 3: Example stereotype words and sentences extracted using the topic modelling approach, associated with
highly-salient dimensions in the scale-based data.

Group Adjectives StereoSet ChatGPT Twitter
1 Nurses female,

women,
girls

she had a very short skirt
while changing the iv

nurses are primarily fe-
male

nurses are the sexiest women alive

2 Scientists male he was middle aged man and
was socially awkward

historically, there have
been stereotypes associ-
ated with gender

cause scientists are all male and
lonely

3 Engineers awkward,
nerdy, shy

geeks who are not good at
social interaction

engineers are “nerds” or
“geeks”

engineers are so weird

4 Bankers shoes,
suits, well-
dressed

he wears a crisp suit and
makes a lot of money

bankers are always
wearing suits

(none)

5 Bankers (none) the person was a Jewish man (none) the left always assumes bankers are
exclusively Jewish

Table 4: Example stereotype words and sentences extracted using the topic modelling approach, which are associated
with traits not easily mapped to the six dimensions previously considered.

this, the scale data do contain important informa-
tion not available in the text data, as participants
are required to make a judgement for each dimen-
sion. However, the natural language data sources
also contain useful information not available in
the scale-based data, distinguishing between differ-
ent groups that were rated similarly along a given
dimension, and increasing the specificity of the
stereotypes. In particular, topic modelling revealed
specific beliefs about groups that were not captured
by the abstract, high-level, numerical responses.
Free text responses were able to distinguish be-
tween different groups that were rated similarly
along a given dimension, and increase the speci-
ficity of the stereotypes.

Deepening our understanding of stereotypes
can help in the development of effective counter-
strategies. The work presented in this paper can
support these goals in a number of ways. For ex-
ample, if we consider the ratings of scientists and
engineers on the scale-based data, it is not entirely
clear what an appropriate counter-example should
be (a scientist with low morality and low ability?).

However, the natural language data helps surface
the more specifically harmful stereotype that scien-
tists are all male and anti-social. Challenging that
aspect of the stereotype is more likely to be effec-
tive at increasing women’s participation in science.
At the same time, the scale-based data may provide
information that is “hidden” in the social media
data, such as the stereotypical idea that most farm-
ers are religious and politically right-wing. This
type of information, although essential in gaining
a broader understanding of stereotypes, does not
tend to be explicitly stated on social media. We
also observed that the scale-based data, as well as
the ChatGPT data, do not clearly communicate ex-
tremely negative or offensive stereotypes – even
though these should be the highest priority for miti-
gation. Therefore, understanding the strengths and
weaknesses of the information available in differ-
ent datasets can have important real-world impli-
cations. Furthermore, future work could examine
how the data from unconventional sources, such as
social media or ChatGPT, may be used to augment
more traditional sources, such as lexicons.



Limitations

In this study, we focused on English-language re-
sources only. Further, the collected stereotypes
in these resources (survey-based rating scales and
word lists, StereoSet) may only be common in the
North-American culture. Twitter has a biased de-
mographic representation of users, with most users
residing in the U.S. For a fair comparison, we also
constrained the ChatGPT responses to the North-
American context. Future studies should expand
the language and cultural range of stereotype in-
formation, although data unavailability may pose a
significant barrier.

We examined ten social groups based on occu-
pation since they were common in all the consid-
ered data sources. However, stereotypes targeting
groups based on other characteristics, such as gen-
der, ethnicity, or socio-economic status, are also
prevalent in online and offline communications and
may result in severe consequences for the groups
and the society at large. Future work should include
a wide variety of social groups to investigate how
well the results can generalize across the groups.

While social media presents a valuable data
source for studying people’s opinions and track-
ing common beliefs, the sheer volume of these
data requires computational tools to process the
data efficiently. In this study, we applied unsu-
pervised topic modeling, but other unsupervised,
semi-supervised, and supervised techniques should
be explored and evaluated in this context and may
result in different findings. Also, topic modeling
and clustering methods tend to be sensitive to pa-
rameter settings, and re-running the analysis with
different parameters may lead to different results.

Finally, the stereotype information in the dif-
ferent data sources was obtained from different
population samples, each of which introducing its
own sampling bias. Since for most data sources the
information was collected as stereotypical beliefs
common in the society (as opposed to individuals’
beliefs), we expect the effects of sample bias to
be small. Still, this may have contributed to the
observed differences in findings. Complementary
use of several data sources may provide a fuller and
less biased view.

Ethics Statement

While collecting stereotype data is a necessary step
in studying stereotyping, such resources could inad-
vertently propagate harmful beliefs or be misused

by adversaries to target vulnerable populations. An-
other open issue is how to counter stereotypical
beliefs and mitigate their negative effects. There
is a tension between the right to free speech and
respect for equality and dignity. Rigid prohibitive
mechanisms (e.g., banning any stereotype informa-
tion from public view) would likely be ineffective.
Counter-strategies should work towards weakening
stereotypical associations and emphasize the fact
that individuals do not neatly fit in boxes prescribed
by their demographic characteristics.
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A Stereotype Dimensions

We consider the same 6 psychological dimensions
of stereotyping as Nicolas et al. (2022), to enable
comparison against the ratings of the annotators
in that study. These dimensions are: Sociability,
Morality, Ability, Assertiveness, Status, and Beliefs.
The dimensions are based on previous theories in
the social psychology literature. Fiske et al. (2007)
present the Stereotype Content Model (“SCM”),
which posits that the two primary dimensions of
stereotype content are Warmth and Competence.
Sociability and Morality are two facets of Warmth,
and Ability and Assertiveness are two facets of
Competence. Koch et al. (2016) present a differ-
ent, three-dimensional theory of stereotype content
known as the “ABC Model,” where A = Agency,
B = Beliefs, and C = Communion. While Com-
munion is similar to the concept of Warmth, the
other two dimensions diverge from the SCM, with
Agency being related to socioeconomic Status, and
Beliefs capturing progressive versus conservative
values. To compare the SCM and ABC models,
Nicolas et al. (2022) included all 6 distinct dimen-
sions, as did we in the current work.

In the instructions to annotators, Nicolas et al.
(2022) define the dimensions with adjectives, as
shown in Table A.1. Additional information for
each dimension is as follows:

• Sociability: friendliness, likability; “pertains
to cooperation and to forming connections
with others” (Brambilla et al., 2011)

• Morality: fairness, honesty, trustworthiness;
“ being benevolent to people in ways that fa-
cilitate correct and principled relations with
them by the adherence to ethics and important
social values” (Abele et al., 2016)

• Ability: capability, intelligence, competence;
relating to the capability to achieve goals (sep-
arately from the motivation to actively pursue
those goals) (Abele et al., 2016)

• Assertiveness: ambition, confidence, active-
ness; related to the motivation to achieve goals
(separately from the ability to do so) (Abele
et al., 2016)

• Beliefs: measured across a continuum
from progressive/liberal/modern to conser-
vative/traditional; can encompass political
as well as religious beliefs; “conservative-
progressive beliefs are informative of main-
stream society’s views about a group’s inten-
tion to preserve versus change the status quo”

(Koch et al., 2016)
• Status: related to power, wealth, dominance,

and social standing (Koch et al., 2016)
To give a few examples, society might stereo-

type a CEO as being intelligent (high-Ability),
competitive (high-Assertiveness), right-wing (high-
Beliefs), wealthy (high-Status) while at the same
time uncaring (low-Sociability) and willing to cheat
to get ahead (low-Morality). In contrast, an Asian
high-schooler might be stereotyped as very smart
(high-Ability) and honest (high-Morality), but pas-
sive (low-Assertiveness) and shy (low-Sociability).
Some dimensions are more salient for certain social
groups, as described in Appendix E below.

B POLAR Model

The following method is adapted from the POLAR
framework introduced by Mathew et al. (2020).

Suppose we want to transform from the orig-
inal sentence embedding space E, |E| = D, to
the reduced embedding space E′, |E′| = D′, with
D′ < D.

In general, for each dimension d ∈
{1, 2, ..., D′}, we define the set of Nd+ sentences
associated with the positive pole of that dimension
as Pd+ = {p1d+, p2d+, ..., p

Nd+

d+ }, and a set of Nd−
sentences associated with the negative pole of
that dimension as Pd− = {p1d−, p2d−, ..., p

Nd−
d− }.

We obtain the POLAR directional vector for that
dimension as follows:

−−→
dird =

1

Nd+

Nd+∑
i=1

Vpid+
− 1

Nd−

Nd−∑
i=1

Vpid−
(1)

where Vs represents the vector representation of
the sentence s in the embedding space E.

The set of POLAR direction vectors are then
stacked to form dir ∈ RD′×D, which represents
the change of basis matrix for the new reduced-
dimensional embedding subspace E′. In the new
subspace, a sentence s is represented by V′

s, which
is calculated using the following linear transforma-
tion:

V′
s = (dirT )−1Vs (2)

Each dimension in E′ can now be interpreted in
terms of the polar opposites used to define

−−→
dir1,−−→

dir2, ...
−−−→
dirD′ .

Here, we transform from a high-dimensional
RoBERTa sentence embedding space (D = 1024),



Dimension Positive Negative
Sociability friendly, sociable unfriendly, antisocial
Morality trustworthy, honest untrustworthy, dishonest
Ability competent, skilled incompetent, unskilled
Assertiveness confident, assertive meek, submissive
Beliefs conservative, traditional liberal, modern
Status high-status, wealthy low-status, poor

Table A.1: Adjectives used to define the poles of each dimension. Each adjective was embedded in the sentence
template These people are always <ADJ>.

to a six-dimensional space, interpretable in terms of
six psychologically-defined dimensions (D′ = 6).

To define our six-dimensional model, we use 12
sets of seed words, each set containing two adjec-
tives (Nd+ = Nd− = 2 for d = 1, 2, 3, 4, 5, 6).
The adjectives representing the positive poles of
each dimension are taken from Nicolas et al. (2022).
They are the same adjectives that the annotators
saw when filling out the rating scales. For the set
of adjectives defining the negative poles, we use
the direct antonyms of the positive adjectives. See
Table A.1 for the full set of adjectives used. Since
we want a model that operates on the sentence
level, each adjective is inserted in the sentence tem-
plate These people are always <ADJ>. The
sentences are then represented as sentence vectors
using the 1024-dimensional RoBERTa embedding
model, and the change of basis matrix is calculated
according to the above.

C Validation Experiments

As a preliminary step to confirm that the POLAR
model is capturing the expected information and to
select the best parameters, we run a series of small
experiments. Briefly, we use lexicons available
from Nicolas et al. (2021) to create a validation set
of words that should be associated with each dimen-
sion. These lexicons were created by hand, based
on the existing literature in social psychology.

We then experiment with various parameters re-
lating to the dimensionality reduction. Following
Fraser et al. (2022), we consider the options:

• No dimensionality reduction
• Principal Components Analysis (Gewers et al.,

2021), optimizing the number of dimensions
between 10-100

• Partial Least Squares (Rosipal and Krämer,
2005), optimizing the number of dimensions
between 10-100

We considered two evaluation criteria: (1) High

accuracy (percentage of times a word was correctly
associated with either the positive or negative di-
rection of the salient dimension), (2) Low correla-
tion between dimensions (while we expect some
correlation between the dimensions, the POLAR
model should represent them as separate, distinct
concepts). Fortunately, the setting with the highest
accuracy also resulted in the lowest correlation, and
so in what follows we use the model with Partial
Least Squares applied to reduce the embedding size
to 30. This led to an average accuracy of 95% on
the validation set, and a mean absolute correlation
between the dimensions of 0.13.

We did not optimize the choice of word embed-
dings, as extensive exploration was previously doc-
umented by Fraser et al. (2022), and we use the
RoBERTa-NLI embeddings7 that they found to be
optimal across multiple functional test cases.

D Correlations between Datasets

Figure C.1 shows the full correlation matrices for
each dimension. In general, no unexpected patterns
emerge. The two methods of processing the adjec-
tives (our computational method and simple word-
counting) tend to be correlated with each other, and
the filtered and unfiltered Twitter datasets tend to
be correlated with each other. Stereoset and Chat-
GPT (i.e., human and machine-generated stereo-
type sentences) are highly correlated (ρ > 0.5)
for all dimensions except for Ability. The correla-
tions between different datasets are almost always
positive, with the notable exception of Sociability
estimates based on Twitter, as discussed in the main
text.

E Representativeness

In contrast to scale-based measures collected us-
ing a forced-choice methodology, when people are

7https://huggingface.co/sentence-transformers/
nli-roberta-large

https://huggingface.co/sentence-transformers/nli-roberta-large
https://huggingface.co/sentence-transformers/nli-roberta-large


(a) Morality (b) Sociability

(c) Ability (d) Assertiveness

(e) Beliefs (f) Status

Figure C.1: Spearman rank correlations between estimates from each of the data sources, for each dimension.



generating spontaneous, free-text responses, they
can choose which dimension(s) to focus on for any
given group. This choice provides additional in-
formation about what stereotype dimensions are
seen as being most relevant to each group. Nico-
las et al. (2022) defined this as representativeness:
“the prevalence of a stereotype dimension in per-
ceivers’ spontaneous beliefs about a social group.”
Here, we operationalize this as the proportion of
text samples that are assigned an absolute value
greater than 0.5 along a given dimension.8 In the
main text, we computed this proportion over all
groups, and called it prevalence, with the goal of
understanding more generally how many text sam-
ples make strong statements about the different
dimensions. Here, we calculate the proportion per
group, and thus call it representativeness, as it now
captures the information about how representative,
or important, any given dimension is perceived as
being when describing each target group.

The values are shown in Figure D.1. Briefly, we
observe that over 50% of the data in the adjectives
dataset, Stereoset, and ChatGPT make statements
about politicians’ morality. This suggests that when
people think about stereotypes of politicians, one of
the first things they think about is their (im)morality.
From a computational perspective, it also means
our estimates of that dimension are based on a
much larger dataset than our estimates for the other
dimensions.

In contrast, for teachers, we see a more even
distribution across the different dimensions. Still,
dimensions like Assertiveness and Beliefs are more
sparsely represented. CEOs have Morality and
Ability as the most representative dimensions, with
Status also mentioned 10-20% of the time. Scien-
tists, accountants, engineers, farmers, and nurses
all have Ability as the most representative dimen-
sion. For nurses, Sociability traits are also men-
tioned more often than for other groups.

Figure D.1 also shows that some data sources are
more extreme in their representativeness values. In
particular, the adjectives, Stereoset, and ChatGPT
(all of which were collected by explicitly asking for
stereotype information) have more extreme values,
while the Twitter data is more uniformly distributed
across dimensions. This reflects the more general
nature of the Twitter data.

8The threshold of 0.5 was chosen based on the validation
set data, where it was observed that a score of 0.5 roughly
differentiated the words associated with each dimension from
words associated with other dimensions.

F Topic-Modelling Results

BERTopic is available to install at https://
maartengr.github.io/BERTopic/index.html.
We used v0.13.0. For simplicity, we used the
default parameters as much as possible.

We use the RoBERTa-NLI pre-trained embed-
ding model, as mentioned in Appendix C. For
the vectorizer model, we used the scikit-learn
CountVectorizer method, removing English stop-
words and ignoring terms that appear in less than
1% of the sentences (min_df = 0.01). To ensure
reproducibility, we set random_state = 42 in the
UMAP model. For the HDBSCAN clustering al-
gorithm, we specified the min_samples = 1, to
promote less-conservative clustering.9 Since we
don’t know a priori how many topics to expect
for each group, we set nr_topics = ‘auto’. For
all the other parameters, the default settings of the
BERTopic package were used.

G Data Licensing for Existing Datasets

The data associated with Nicolas et al. (2022) is
freely available on the Open Science Framework:
https://osf.io/74rax/. The OSF Terms of Use
permit public data to be used for a wide range of
non-commercial and commercial uses.

The StereoSet data is available here: https://
huggingface.co/datasets/stereoset with Li-
cense CC-BY-SA 4.0.

The Nicolas et al. data was collected with the
intention of studying stereotypes. The StereoSet
dataset was collected for the purpose of measur-
ing stereotypical biases in language models. We
believe our present research is in line with these
purposes.

H ChatGPT Dataset

The CSV file containing the pre-processed text is
available by contacting the authors.

I Twitter Dataset

The Twitter data was collected in November 2022,
under an approved Academic Project on the Twitter
developer portal. This was prior to the removal of
the Research API and the introduction of a pay-
wall in April 2023. Unfortunately, due to Twitter
Terms of Service, we cannot redistribute the Twitter
dataset.

9https://hdbscan.readthedocs.io/en/latest/
parameter_selection.html
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Figure D.1: The proportion of text instances assigned a value greater than 0.5, for each group, dimension, and data
source.


